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Large Language Models (LLM)
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ChatGPT [1] T5 [2]

[1] https://openai.com/blog/chatgpt
[2] Raffel, Colin, et al. "Exploring the limits of transfer learning with a unified text-to-text transformer." The Journal of Machine 
Learning Research (2020).

https://openai.com/blog/chatgpt


• Tasks represented as a sequence-to-sequence problem
• Users and items represented by IDs/metadata and filled in a template

LLM-based Recommender Systems
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P5 [1] M6-Rec [2]

[1] Geng, Shijie, et al. "Recommendation as language processing (rlp): A unified pretrain, personalized prompt & predict 
paradigm (p5)." RecSys’22.
[2] Cui, Zeyu, et al. "M6-rec: Generative pretrained language models are open-ended recommender systems." arXiv’22.



Discrete Prompt

• Adapt different tasks to LLM
• Require human labor to design templates
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[1] Li, Lei, et al. "Personalized prompt learning for explainable recommendation." ACM Transactions on Information Systems 
(2023).



• Long prompt takes time to process, and thus could be less efficient
• The key information to recommendation models is the user and item

IDs, so the discrete prompt could be a little noisy
• Extensive fine-tuning is needed to bridge the gap between IDs and 

prompt words
• Word embeddings capture the relation between words
• ID embeddings encode users’ preferences towards items

Problems with Discrete Prompt
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• Prompt does not need to be text
• Continuous prompt vectors could be more expressive
• They do not map to any words

Continuous Prompt
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[1] Li, Xiang Lisa, and Percy Liang. "Prefix-tuning: Optimizing continuous prompts for generation." ACL’21.



• To bridge the ID-word gap and reduce inference time
• Problems of discrete prompt

• Assign each task a set of vectors

Prompt Distillation
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Definition (Prompt Distillation): We
call an approach prompt distillation if
it can shorten a long prompt without
sacrificing an LLM’s performance on
the testing tasks. The distilled short
prompt can either be free text or
vectors.



Tasks Formulation
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• Explanation Generation
• Generate an explanation to justify why an item is recommended to a user

• Top-N Recommendation
• Predict N items that a user might be interested in based on the items that the

user interacted with

• Sequential Recommendation
• Predict the next item that a user is likely to interact with based on the

sequentially ordered items in the user’s interaction history



Model Overview
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• Encoder-decoder structure based on T5 [1]
• Encoder processes input information
• Decoder performs autoregressive generation

[1] Raffel, Colin, et al. "Exploring the limits of transfer learning with a unified text-to-text transformer." The Journal of Machine 
Learning Research (2020).



Implementation Details
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• Input is comprised of
• Continuous prompt vectors
• Discrete prompt template
• IDs represented as strings

• Whole-word embedding [1] is applied to connect tokens of each ID
string

[1] Geng, Shijie, et al. "Recommendation as language processing (rlp): A unified pretrain, personalized prompt & predict 
paradigm (p5)." RecSys’22.



Training Strategy
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• Each sample of three tasks is an input-output sentence pair (X, Y)
• The encoder takes in input (X) and the decoder fits output (Y)
• Negative log-likelihood (NLL) is adopted as loss function
• Samples of different tasks are mixed in one batch for training in P5 [1]

[1] Geng, Shijie, et al. "Recommendation as language processing (rlp): A unified pretrain, personalized prompt & predict 
paradigm (p5)." RecSys’22.



Efficiency Problem with Sample-mixed Training
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• Input/output length of different tasks could vary
• Memory wasted on padding, small batch size, more iterations,

increased training time



Task-alternated Training

13

• Alternately train the
model with samples
from the same task
• They generally have the

same length
• Less memory on padding
• Larger batch size
• Improved efficiency

Explanation

Sequential

Top-N



Inference Stage
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• Discrete prompt is removed so as to improve inference efficiency
• Beam search applied
• Produce multiple generations, i.e., multiple recommendations for each user



Datasets

• Three amazon datasets
• Sports
• Beauty
• Toys

• An explanation is a sentence 
mined from user reviews [1]
• Training : validation : test =

8:1:1
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[1] Li, Lei, et al. "Generate neural template explanations for recommendation." CIKM’20.



• Outperform state-of-the-art baselines by a large margin

Sequential Recommendation Performance
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Top-N Recommendation Performance

• Outperform classic recommendation baselines
• Top-1 recommendation performance is quite good
• Great practical value in real-world systems, e.g., conversational

recommendation
• System can only display a few or just one recommendation
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Explanation Generation Performance

• Comparable performance to baseline methods
• BLEU and ROUGE overly stress the matching between generation and

ground-truth [1]
• Put LLM that can generate expressive content at disadvantage
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[1] Wang, Xiaolei, et al. "Rethinking the Evaluation for Conversational Recommendation in the Era of Large Language 
Models." EMNLP’23.



Training Efficiency
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• Largely reduce training time
• Overall time
• Time per epoch



• Slightly improve the inference efficiency without sacrificing much
accuracy after removing discrete prompt
• More work can be done
• Light-weighted model

Inference Efficiency
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Conclusion

• Present a simple but effective PrOmpt Distillation (POD) approach 
• To distill the knowledge of discrete prompt templates into continuous prompt 

vectors for LLM-based recommendation models

• Propose a Task-alternated Training strategy
• To improve the efficiency of training an LLM-based recommendation model

• Future Work
• Explore cross-task prompt transfer to generalize LLM to new recommendation 

tasks
• Improve inference efficiency of LLM for recommender systems
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• Topic: Large Language Models for Recommender Systems
• Journal: ACM Transactions on Recommender Systems
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Q&A
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Thank you!

lileipisces.github.io

csleili@comp.hkbu.edu.hk


