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Outline

* Explainable Recommendation

* Natural Language Explanation (ACL'21)
* VVisual Explanation (ACL'22)

* Future Work
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Explanatory Goals (

)

* Trust: increase users’ confidence in the system

* Effectiveness: help users make good decisions

* Persuasiveness: convince users to try or buy User-centric %
* Efficiency: help users make decisions faster

* Satisfaction: increase the ease of use or enjoyment

* Transparency: explain how the system works

System-centric

* Scrutability: allow users to tell the system it is wrong



Typical Explanation Styles

* |tem Features

* Templates

* Highlights

* Review Segments
* Generated Text



ltem Features

e Selected features about the user or the item

e Typical models
* Tripartite Graph (
* Decision Tree (

Chick-Fil-A is recommended for you based
on your preference on its aspects.

Speciality |, Your Preference
= fries Rad Bag R b3 L
j— chicken e [ ] A
= sauce Rad 83 B3

[ location

— cheese | | e

Dislike the recommendation? Change your preference here!

Courtesy image from TriRank (

[User Country=UK] & [User Style=Art and Architecture Lover]
u = [Item Attribute=Concerts and Shows] & [Item Tag=Imelda Staunton]
[User Age=35-49] & [User Country=UK]
V22 = [Item Tag=Camden Town] & [Item Rating=4.0]
[User Age# 25-34] & [User Gender=Female] & [User Style=Peace and Quiet Seeker]
Y130 | - [Item Attribute=Sights & Landmarks] & [Item Tag=Walk Around]
[User Age# 50-64] & [User Country#USA]
Vi3 = [Item Tag=Top Deck & Canary Wharf]
[User Age=35-49] & [User Country=UK] & [User Style=Art and Architecture Lover]
U336 => [Item Tag=Royal Opera House] & [Item Tag=Interval Drinks]
Courtesy image from TEM ( )



Templates (1)

* [tem features filled in pre-defined templates
* Typical methods

e Matrix Factorization ( )
e Tensor Factorization ( )
e Counterfactual Reasoning ( )
e Amazon Recommendation: Superleggera/Dual/Layer/Protection/case
You might be interested in [feature], Explanation: Its grip is [firmer] [soft] [rubbery]. Its quality is
on which this product performs well. [sound ] [sturdy][smooth]. Its cost is [original ] [lower] [monthly].

e Yelp Recommendation: Smash/Kitchen&Bar
. . Explanation: Its decor is [neat] [good] [nice]. Its sandwich is
on which this product performs poorly. [grilled] [cajun] [vegan]. Its sauce is [good ] [green] [sweet].

You might be interested in [feature],

Courtesy image from EFM ( ) Courtesy image from MTER ( )



Templates (2)

* Data sources
e Concept Graph |
* Knowledge Graph (

e Typical models

e Attention (
e Long Short-Term Memory (

Food Food

High Fiber Food

Meat
" Vegetable
Seafood Dessert Bread Fruit Green
Chyster Steak Cake Pear Tomato
Shrimp Gelato Croissant Arugula -

You might be interested in [features in E],
on which this item performs well.

Courtesy image from DEAML (
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Til

\
James Algar The Incredible
Journey

Fantasia

Shakespeare in Love is recommended since
you have watched Rush Hour acted by the
same actor Tom Wilkinson.

Courtesy image from KPRN (



Highlights

* Words in reviews or regions in images highlighted by attention

e Typical models
e Convolutional Neural Network (

S

Visual Explanation

e Gated Recurrent Unit ( ) |

Textual Review

Target [tem | VECF(rev) VECF

I bought this ebook (16G) for my kindergarten and elementary children to
read books on trips and my old child to check emails. It does the jobs well
until now. I personally like it very much for its excellent hardware
performance. With low fast response, and light weight, book size, and
Barn and Nobles support, It is the best device for childrén when you want to
have something as an alternative for your computer. I am a fan of
Amazon.com and meant to buy a kindle for my children. But the displayed
sample on my local Bestbuy store showed me that the nook tablet responded
much faster than kindle fire. It could not be generally true, but based on the

I loved about the previous generation and expanded the toe box a little to
improve the fit. great buy, highly recommended.

,
.“

[x=13, y=13]

-
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[x=9, y=1]

They fit my stubby fingered hand pretty well. I bought the large and my
hand measured 9.25&34 at the knuckles.
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These sunglasses fit well and I like the design around the nose; they sit

rather than dig like most other glasses can. The included pouch is great for |

keeping your glasses safe and scratch free.

m‘<
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®
N
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The cap, which is made of a fairly heavy fabric, makes the head feel hot when
worn for several hours in a warm gym or outside on a warm day. I, therefore,
tend to wear it only when it is cold outside . -bi

.“‘

[x=13. y=13]

.\<

[x=1, y=1]

v ¥
displayed tablets, l had to ChDOSE the ﬂOOk. Unt]] now, I ha.Ve had mail’]ly 5 E These are comfortable and are a great value. I like the waist band and they are u ﬂ
happy experiences with it. It has apps for children, one of them has many - 50 50 50 (more wards) comfortable...; --bi | R |
; 3 . . x=10, y= x=4, y=
Smithsonian videos that my small children love the most. — — — v y
6 - The fabric is amazingly soft and the fit is perfect. [ own several items from next -
. L) level and will continue to add to my collection with different colors and styles. “
Amazing company, Amazing product. R

Courtesy image from TARMF (

Courtesy image from VECF (
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Review Segments

 Selected reviews or their segments (mostly by attention)

* Typical methods
e Convolutional Neural Network (

e Reinforcement Learning ( )
* Gated Recurrent Unit ( )

All the reviews of the target item

These brushes are great quality for children’s art work. They seem to last well and the bristles
stay in place very well even with tough use.

[ bought it for my daughter as a gift.

From beginning to end this book is a joy to read. Full of mystery, mayhem, and a bit of magic
for good measure. Perfect flow with excellent writing and editing.

Review No.1: | wanted a decent black hitch cover to use as a base to mount a
skull head to something sturdier than what it originally came on, This is a nice well
made plain hitch cover so whether you want something plain in itself or something
plain to work from, this is a great hitch cover, | highly recommend this product

-compared wwth others and | like the fact that it is siee\ and not plastic, It is of high:
'qualltv construction and the padding behind the head prevents the cover from

-mak\nq any noise when touching the receiver. :
¥

waew No.5: | ordered this before measuring (a big mistake) the dlstance from
the plate to the hole and this wont fit many applications correctly, BO'I'I'OM line,
méasure your receiver application and then ask them if this unit will fit correctly

before buying :

Attention score: 0.0842444

Rewew No.6: | Fits the Class 1] Recewer by CurthJlee the durability of thls

enough 1;0 make noise

[ like reading in my spare time, and I think this book is very suitable for me.

Courtesy image from NARRE ( )

User Name: A1H79QIIXALK3N User Name: A2SUCKG38D9IRSD

Latest review: ... Not worth the Latest review: ... goes great with
money for fog lights. | purchased my RV fits like a glove. it will fit
quality LED ... about any size tire ...
Courtesy image from DER ( )
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Generated Text

* Generated review sentences by natural language generation

e Typical models
* Generative Adversarial Nets (
* Gated Recurrent Unit (
e Transformer ( )
* Pre-trained Language Model (

Rating ‘ Feature ‘ Explanation

4

The rooms are spacious and the bath-
room has a large tub.

3.90

bathroom

The bathroom was large and had a sep-
arate shower.

tub

The bathroom had a separate shower and
tub.

rooms

The rooms are large and comfortable.

The rooms are brilliant and ideal for
business travellers.

Explanation

the rooms are spacious and the bathroom has a large tub
the pool area is nice and the gym is very well equipped < eos>

the rooms were clean and comfortable < eos™

4.13

rooms

The rooms are very spacious and the
rooms are very comfortable.

The broken furniture and dirty sur-
faces are a dead giveaway.

beautiful lobby and nice bar
the bathroom was large and the shower was great < eos>
the lobby was very nice and the rooms were very comfortable <eos>

2.96

furniture

The furniture is worn.

Ideal for plane spotters and very close
to the airport.

PETER ( )

2.76

airport

It is not close to the airport.

NETE ( )

12



Outline

* Explainable Recommendation

* Natural Language Explanation (ACL'21)
* VVisual Explanation (ACL'22)

* Future Work



Autoregressive Natural Language Generation

* Predict future tokens based on past tokens
* Generate an output sequence, based on the given input sequence

In Kowloon Tong <eos>
4 )
Transformer ( )
\ /
Where is HKBU ? <bos> In Kowloon Tong




Explanation Generation with Transformer

* Regard the user-item pair as an input sequence
* Treat the IDs as tokens, just like words

The food is good <eos>
4 )
Transformer
N /
User ID || Item ID <bos> The food is good

15



Problem Identification

* |[dentical generated explanations for every user-item pair

e Adam

Beth
Carol
David

Main Canteen
Renfrew Cafeteria
Bistro Bon
Harmony Cafeteria

The food
is good

4 )

Transformer

- J

Less useful, if unable to explain the key specialty of each recommendation
May cause negative effects on users ( )

16



Attention Visualization

* The generation relies heavily on <bos>
* The reason why all explanations are identical

* No attention weights on user ID and item ID
* Model insensitive to IDs Source

=]
@ L)
£ g =
[

-1.0

1

[User] -
[ltem]
the
hotel
is
located
in
the -0.6
heart
of]
the
City
and
the
city
centre
is
<eos>

Target




Problem Analysis

* Frequency mismatch between IDs and words
* One user/item ID vs. hundreds of words in a review
* An ID appearsin only a few reviews

* IDs being regarded as uncommon words (OOV tokens)

Shelby s. CZEZD
: Saint Paul, MM
: Fl 166 (*) 354 & 771

Q000 24209

Bs photos

Ho Lee Fook was one of the best food spots | went to in HK. At first | was skeptical because .
sometimes the fusion or westernized type Asian restaurants are all for the lock but don't taste great. ReSta ura nt review
But, Ho Lee Fook was beautiful inside and the food was amazing. We ordered the pan fried thick ( )

rolled noodles and the massive bone steak (forgot the actually name) but you won't miss it on the

menu. The noodles were crispy and seasoned just right. The steak was so tender and delicious. It
came with a jalapefio sauce on the plate which complimented it so well.

While being here | forgot | was in HK because everyone spoke English and the menu was also in
English! The entrance is so cute with the lucky cats all on the walls.

If you are visiting HK or live there | definitely recommend giving this place a try! It is a little on the
pricey side but for the atmosphere it is expected.



Solution: Context Prediction

* Bridge IDs and words with this task

'S5 || SLe || SL7

_________ /
J

1 J L J
T T

User Item

Transformer with L Layers

57
27 77

Transformer with L Layers

Features (opt.) Explanation



Attention Visualization Again

* PETER can utilize IDs for explanation generation

Source
=]
a
el =
¥ & 2 o © B & o ¢ E S = 32
:.‘_l-D_CGL EC_:}\ o Y o
= =V 5 a o 2 c g s oY = = o
|

) -1.0
[Rating] -

[Context] ¢

-0.8
pool

, - 0.6
NIce|

Target
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Context Prediction vs Explanation Generation

e Context prediction: predict explanation words in one step

* Explanation generation: generate them one by one

Context Prediction

Explanation Generation

£ e
Z — log @ _ /. A
’ 7

B[ ]l

kbosx | é&; és

User Item

Features (opk.) Explanation

L. =

=

(]

T

(u,7)

Mm

1

|Eu,i|

—1 €1
Bl & D
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Recommendation & Targeted Explanation

* Predict a rating score for the user-item pair

* Incorporate item features for targeted explanation generation
e E.g., conversational recommendation ( )

Context Prediction

Explanation Generation




Outline

* Explainable Recommendation

* Natural Language Explanation (ACL'21)
* Visual Explanation (ACL'22)

* Future Work
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Visual Tokens

* An image can also be represented as a sequence of discrete tokens.
* The codebook (vocabulary) is constructed by vector-quantization.

6,8.6, €
Embedding |
Space |
= I
—_— —_— I
/\\ I 2@ vL
- e ' —p
~ 2 VL \\ I z,(x)
R o i L o '
. e, |
| — a(zb) NS .
CNN @ P Vet ARG N 4 :
| e
\‘ 2 *// e I z,(x) ~ q(z|x)
z (x) 2 | 2 z (x) . q
53
\ J = \ J
Y Y
Encoder Decoder

Courtesy image from VQ-VAE ( )
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Technical Details

* Suppose we have trained the encoder &, decoder G, and codebook
_ K
Z _ {Zk}kzl c ]:Rd
* VQ-GAN (Esser et al, CVPR'21) is adopted in implementation

Element-wise quantization

Image | € RHEXWx3 » » ;=& € Rhxwxd 2g = (argmin ”;;;J . zk”) c RAXwxd
ZLEZ

Find the closest codebook entry
zy, for each image patch Z;

25



Visual Explanation

o

. icture is worth a thousand words.”
* Look at the pictures when choosing a restaurant
* See the room layout when booking a hotel
Go to the framework figure when reading a paper

METER

DEE

Gen. axplanation

The e 1 vy i e rcn
ey comtor e

.®

are first generated igzesed by the [E0S]
riplet i et sequence. (k) Test image

musiching discriminator that esfimates the maich scose between the pensrated text explanation and visualization,

ing (Zhang <t 4l.. 2014; Chen et al. 20161 Tn
recent years, mumenous acural models have been
propascd o explain recommendations bascd on
wser sovkews (Chen ot al, 20193, THeC have

2020), Compured with ther explanation styles

modal explanation 1o ustify the estimated rating.
The genctatcd mall-modsl cxplanation consists of
atest senfonce Fu, and an image visualization
The latier may serve as 4 supplement fo the fex
tual explanatian for hetter explainability when text
ulome provdes insuflicient inforsutin, Moreover.
the METER recommendation explanation model

) methods are
more straightrorward and hase been ut the center
of attention in recent times. Explanation sentences
can either e gencratedd by filling predefined tem-
plales (Zhang et al., 2014; Wang < al, 201%) or
through fesible: naural language approaches such
s Aun2Seq (Dong et al.. 2017, based on recur-
rent ncural networks, and PETER (Li ¢t al., 2021

which Is powered by a personalized Transrarmer.
NETE (1 et al., 2100 cambines the advantage of
the two styles and praduces semplate-controlled
explanations by leamming Irom sentence tenplates.
which i an virly Torm of prompling-based gen-
ertin. However, nane uf the previous work has
integrated textual and visual features and provided
multimodal explanations, 1o the best of our knowl-
cdge, METER s also e first approach Lo draw on
vision for improved texiual Explination generution

3 Methodolugy
A1 Overview and Problem Formulation

“The goal of our METER tramework is to give an
cstimated rating seofé v, ; that reflocts a user w's
preference towards ftem ¢ and gencrate o mult

1o visualize whut it is talking about
tor the wser-tem pairs and wil be ponshed i the
‘generated visualization does not maich it textual
explanation. By doing so. we aim to improve the
quality, diversity, as well us Fsithfulness of the gen-
ersted text explanations theough visual grounding.

T the folloswing, we shall firssclaborate how 10

o o emcode e positional snbedings o -
et ypes af tokens sed in METER. Subsequently.
we deseribe the Multimisdal Enhinced Transiormer
fier auco-regressive multimodal explanation genera-

matching discriminator, which guides the muti-
mod] Transformer 1o generate beiter nd more
diversified text explanations. Finally, we summa-
tize the iralning whjeciives of onr framework for
ating predietion and cxplanation gencration,

3.2 Visual Encder
o intrrduce: visual signals into the Transformer
struetre, we follow the idea of VO-VALS Ound
ctal, 2017 to cucods an image I < BITVAI
into & scquence of discrete patch-level visual to-
kens =, © B, where 7 and W b the original

16:25 ! T @E

Booking - Today

Other
Date

Prepaid Offer
I L

i

19:00
-50%

$5235 Reserve

-50%

Reg Price 50% offon  Buy 1 Get 1 Free Reg Pi
Main Menu or Buy. Main Menu on Mai... Ala(

View 10,024 photos > Upload

OpenRice

Royal Rattanakosin Hotel (SHA Plus+) >

314 reviews >

Q 2 Rajdamnoen Avenue, Phra Nakhon,
Bangkok, 10200, Thailand

¥ 37.4km from Suvarnabhumi Airport, approx. Map
41min(s) by car

© Health Protected 1 Measure

? Get up to 25% off and receive prom. Details >

Dec 26-Dec 28 2nights @2 &3 0

Breakfast included 1Double Bed 2 Beds v

luxe Double Room ®
% 1 double bed and 1 single bed

Has window & Non-smoking

Free Wi-Fi K30 ni Floor: 1-3

& & Breakfast not included >
O Fre

Instant Confirmation

ancellation befare 00:00, De

In high demand

@ His154 HK$ 124 [ETNSSS

After tax HK$148 per room per night

Trip.com

26



Image Generation with Transformer

* Perform autoregressive generation as natural language generation
* First text, and then image  Rating Context

() © @EE -
[ Linear Layer ]

S.u S! Sf 5[303] Sé‘ PR Sgl Slj?' - S,?l_l

[ Multimodal Transformer ]

u i f | |most| | & |---|€n || Dy |Pm-r

User Item Feat. Text tokens Visual tokens



Text-Image Matching

* Design a discriminator to measure the degree of consistency between

text and image

* Two Transformer encoders for visual token sequence and text sequence

Gen. explanation

The décor is very nice and the room is

very comfortable

Matching
Discriminator

Match
score

Gen. visualization

Lg=E

+E

log (D(E, V)| +E [10% (1 - D (EV)]

:log (1 _D (E V)]

28



Datasets ( )

* Yelp Dataset Yelp TripAdvisor ye I p .“
49

* Restaurant Lusers 27,147 9,765

- TripAdvisor Aitems 20,266 6,280
. #explanations 1,293,247 320,023 @

Hotel Afeatures 7.340 5.069

* The explanation is a #images 649,370 331,540 Trlpqd\"sor
review sentence
containing at least one et Excetlent movie
featu re Ruwuwed .ir: uwe United States on January 17, 2012

I love Brad Pitt and always watch his movies, and I'm rarely disappointed, and wasn't this time. Moneyball is

[ ] N O i m ages a great movie based on a true story, you don't have to be into baseball to get the movie but it does help if
you know a little. The story was really good and gives the viewer an understanding of how hard it is for
small budget major league baseball teams to compete with teams like the Yankees and others where money
is no object. | really enjoyed this film, great story and acting.

29



Text Expl.: we also had huevos Text Expl.: The executive floor was
rancheros and cheese grits from room well stocked and snacks where
Service one morning which was great great

Text-lmage Association

* Use Sentence-BERT ( ) to cmpute
the embeddings of explanation sentences

* Cluster sentence semantics into different groups representing similar
concepts and topics

* Query relevant images through Google Images APl with sentences at
cluster centers

* Assign each textual explanation the most suitable image with CLIP

( )

30



Evaluation Metrics

* Text quality: not equal to explainability (
)

 BLEU ( )
« ROUGE ( )

* Explainability from the angle of item features (
* Unigue Sentence Ratio (USR)
* Feature Matching Ratio (FMR)
e Feature Coverage Ratio (FCR)
* Feature Diversity (DIV)

* Image consistency
e CLIPScore ( )

31



Quantitative Analysis on Explanations

e Best or comparable performance

Text Explainability Text Diversity Text Quality Image Consistency
Methods

FMR?T FCRT DIV] USRT BLUE-11 BLUE-47 ROUGE-17 ROUGE-21 CLIPScoref

TripAdvisor
Att2Seq 0.06 0.15 4.32 0.17 15.27 1.03 15.92 2.09 -
Transformer  0.04 0.00 10.00  0.00 12.79 0.71 15.88 2.34 -
NETE 0.78 0.27 2.22 0.57 22.39 3.66 27.71 7.66 -
PETER 0.89 0.35 1.61 0.25 24.32 4.55 30.49 9.24 -
METER 0.90 0.39 1.42 0.56 24.57 4.76 30.77 9.41 0.62
Yelp

Att2Seq 0.07 0.12 241 0.13 10.29 0.58 13.29 1.31 -
Transformer  0.06 0.06 2.46 0.01 7.39 0.42 12.56 1.09 -
NETE 0.80 0.27 1.48 0.52 19.31 2.69 25.56 6.63 -
PETER 0.86 0.38 1.08 0.34 20.80 3.43 27.95 7.94 -

METER 0.88 0.43 1.02 0.42 21.30 3.61 28.32 8.09 0.59

32



Qualitative Case Study on Explanations

. High-quality images aligning with the textual explanations

Feat word: beds

d. rating: 4.51 GT rating: 4
Gen. Expl.: the beds are very
comfortable and the room is spacious
Ref. Expl.: the beds were super
comfortable
CLIPScore: 0.71

Feat word: pool
red. r :4.48 GTrating: 4
en. Expl.: the swimming pool and outside
area was really nice
Ref. Expl.: the pool is lovely and the
service was excellent

atina

CLIPScore: 0.69

Feat word sushi
- j:4.32 GTrating: 5

G «pl.: we ate in the japanese restaurant
one nlght and the food was excellent

Ref. Expl.: we enjoyed the sushi bar and the
steakhouse

CLIPScore: 0.67

Feat word: juice

g:3.59 GTrating: 4
pl..iordered a juice and it was
delicious

Ref. Expl.: was pure lemon juice
CLIPScore: 0.55

Feat. word: receptlon
j: 4.82 GT rating: 5

xpl. the reception staff were very
helpful and friendly
Ref. Expl.: check in was very professional
and fast and same receptionist the next 3
days remembered
CLIPScore: 0.62

Pred. ratir

Ge

Feat word bar

re 19: 4.48 GT rating: 4
G4 the bar is a great place to
unwind after a long day of sightseeing
Ref. Expl.: great bar and excellent food
CLIPScore: 0.65

Feat word: floor
: ating: 3.88 GT rating: 4
) .- iwas on the top floor and
had a view of the city
Ref. Expl.: breakfast on the 3rd floor was
good also
CLIPScore: 0.53

Feat word: buffet

rating: 4.51 GT rating: 4
sen. Expl.: the breakfast buffet was
excellent W|th a wide selection of hot
and cold items
Ref. Expl.: the breakfast buffet is busy on
the weekend with a good selection
CLIPScore: 0.64

33



User Study

 Randomly pick 500 samples for each method
* Invite 30 participants to give 5-likert ratings from four aspects

e Baselines

 PETER for sentence
* METER without VQ-GAN for image

Sentence Image

Faithfulness Diversity Consistency Quality

Baselines 3.41 2.96 2.54 3.04
Ours 4.57 3.70 3.06 4.19

34



Limitations

* Not every concept can be expressed with images
* E.g., “the service is good”

* The quality of generated images is good, but not perfect

* Users may not tolerate with flawed product images, in contrast to
those in art or design

35



Conclusion

* Propose the first approach to jointly generate textual explanations
and corresponding image visualizations

* Introduce a text-image matching discriminator to encourage
sentences with fine-grained and diverse concepts

 Demonstrate with experiments that the model can provide diverse
and faithful text explanations, together with image visualizations



Outline

* Explainable Recommendation

* Natural Language Explanation (ACL'21)
* VVisual Explanation (ACL'22)

* Future Work
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Bias in Generated Explanations

* When a new game is recommended, it is unfair to generate short and
generic explanations for female users, e.g., “Good game”.

Ground-truth explanation

Average length

male female
Gender

Courtesy image from COFFEE (\Wang et al., arxXiv'22)

Average length
N * & b 8 B ¥

PETER Generated explanation

male female
Gender
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Sentiment of Generated Explanations

* There are various types of sentiment in generated explanations.
* Would it be different for users with different demographic attributes?

1 Ground truth - Text2Emotion
| Ground truth - GoEmotion
1 PETER - Text2Emotion

1 PETER - GoEmotion

Happy Angry Séd Sur;':rise Fear Neutral

39
Courtesy image from EmoTER ( )



Gender Bias in Pre-trained Models

* Gender bias in GPT-2 ( )

Local bias
——
The man performing surgery isa — — doctor.
The woman performing surgeryisa —* — nurse.
GPT-2
The man performing surgery is —— — precisely leading the operation.
The woman performing surgery is — — carefully assisting the doctor.

— —
—

Global bias

* Does the bias exist, when the models are adapted to
recommendation explanation generation?

e GPT-2 ( )
« T5 ( )
e BERT ( )
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Q&A

Thank you!
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