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Outline

• Explainable Recommendation

• Natural Language Explanation (ACL’21)

• Visual Explanation (ACL’22)

• Future Work
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Recommendations Everywhere
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E-commerce
(taobao.com)

Social Network
(instagram.com)

Movie
(movie.douban.com)

Video-streaming
(youtube.com)



Industrial Applications of Explanations
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Instagram
(instagram.com)

Meituan
(meituan.com)

Google Drive
(drive.google.com)



Explanatory Goals (Tintarev and Mashoff, 
2015)
• Trust: increase users’ confidence in the system

• Effectiveness: help users make good decisions

• Persuasiveness: convince users to try or buy

• Efficiency: help users make decisions faster

• Satisfaction: increase the ease of use or enjoyment

• Transparency: explain how the system works

• Scrutability: allow users to tell the system it is wrong
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User-centric

System-centric



Typical Explanation Styles

• Item Features

• Templates

• Highlights

• Review Segments

• Generated Text

• ……
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Item Features

• Selected features about the user or the item

• Typical models
• Tripartite Graph (He et al., CIKM’15)

• Decision Tree (Wang et al., WWW’18)

Courtesy image from TriRank (He et al., CIKM’15) Courtesy image from TEM (Wang et al., WWW’18)
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Templates (1)

• Item features filled in pre-defined templates

• Typical methods
• Matrix Factorization (Zhang et al., SIGIR’14)

• Tensor Factorization (Wang et al., SIGIR’18)

• Counterfactual Reasoning (Tan et al., CIKM’21)

Courtesy image from EFM (Zhang et al., SIGIR’14) Courtesy image from MTER (Wang et al., SIGIR’18)
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Templates (2)

• Data sources
• Concept Graph (Gao et al., AAAI’19)

• Knowledge Graph (Wang et al., AAAI’19)

• Typical models
• Attention (Gao et al., AAAI’19)

• Long Short-Term Memory (Wang et al., AAAI’19)

Courtesy image from DEAML (Gao et al., AAAI’19)

Courtesy image from KPRN (Wang et al., AAAI’19)

Shakespeare in Love is recommended since 
you have watched Rush Hour acted by the 
same actor Tom Wilkinson.
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Highlights

• Words in reviews or regions in images highlighted by attention

• Typical models
• Convolutional Neural Network (Seo et al., RecSys’17; Chen et al., SIGIR’19)

• Gated Recurrent Unit (Lu et al., WWW’18)

Courtesy image from TARMF (Lu et al., WWW’18) Courtesy image from VECF (Chen et al., SIGIR’19)
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Review Segments

• Selected reviews or their segments (mostly by attention)

• Typical methods
• Convolutional Neural Network (Chen et al., WWW’18;

Catherine and Cohen, RecSys’17)

• Reinforcement Learning (Wang et al., ICDM’18)

• Gated Recurrent Unit (Chen et al., AAAI’19)

Courtesy image from NARRE (Chen et al., WWW’18) Courtesy image from DER (Chen et al., AAAI’19)
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Generated Text

• Generated review sentences by natural language generation

• Typical models
• Generative Adversarial Nets (Lu et al., RecSys’18)

• Gated Recurrent Unit (Li et al., CIKM’20)

• Transformer (Li et al., ACL’21)

• Pre-trained Language Model (Li et al., arXiv’22)

PETER (Li et al., ACL’21) NETE (Li et al., CIKM’20)
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• Predict future tokens based on past tokens
• Generate an output sequence, based on the given input sequence

Autoregressive Natural Language Generation
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<bos> In Kowloon Tong

<eos>In Kowloon Tong

Where is HKBU ?

Transformer (Vaswani et al., NIPS’17)



Explanation Generation with Transformer
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<bos> food is good

<eos>The food is

User ID Item ID

Transformer

The

good

• Regard the user-item pair as an input sequence
• Treat the IDs as tokens, just like words



Problem Identification

• Identical generated explanations for every user-item pair
• Adam Main Canteen

• Beth Renfrew Cafeteria

• Carol Bistro Bon

• David Harmony Cafeteria

• ……
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Transformer

The food 
is good

• Less useful, if unable to explain the key specialty of each recommendation
• May cause negative effects on users (Tintarev and Mashoff, 2015)



Attention Visualization

• The generation relies heavily on <bos>
• The reason why all explanations are identical

• No attention weights on user ID and item ID
• Model insensitive to IDs
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Problem Analysis

• Frequency mismatch between IDs and words
• One user/item ID vs. hundreds of words in a review

• An ID appears in only a few reviews

• IDs being regarded as uncommon words (OOV tokens)
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Restaurant review
(yelp.com)



Solution: Context Prediction

• Bridge IDs and words with this task
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• PETER can utilize IDs for explanation generation

Attention Visualization Again
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Context Prediction vs Explanation Generation
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• Context prediction: predict explanation words in one step

• Explanation generation: generate them one by one



• Predict a rating score for the user-item pair

• Incorporate item features for targeted explanation generation
• E.g., conversational recommendation (Chen et al., IJCAI’20)

Recommendation & Targeted Explanation
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• An image can also be represented as a sequence of discrete tokens.
• The codebook (vocabulary) is constructed by vector-quantization.

Visual Tokens
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Courtesy image from VQ-VAE (Oord et al., NIPS’17)



• Suppose we have trained the encoder ℰ, decoder 𝒢, and codebook 
𝒵 = 𝑧𝑘 𝑘=1

𝐾 ∈ ℝ𝑑

• VQ-GAN (Esser et al., CVPR’21) is adopted in implementation

Technical Details
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Encoder

Decoder

Image

Find the closest codebook entry 
𝑧𝑘 for each image patch Ƹ𝑧𝑗

Generated visual tokens Recovered image

Element-wise quantization



• “A picture is worth a thousand words.”
• Look at the pictures when choosing a restaurant

• See the room layout when booking a hotel

• Go to the framework figure when reading a paper

• ……

Visual Explanation
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OpenRice
(openrice.com)

Trip.com
(trip.com)

METER
(Geng et al., ACL’22)



Image Generation with Transformer

• Perform autoregressive generation as natural language generation
• First text, and then image 
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Text-Image Matching

• Design a discriminator to measure the degree of consistency between 
text and image
• Two Transformer encoders for visual token sequence and text sequence
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Datasets (Li et al., CIKM’20)

• Yelp
• Restaurant

• TripAdvisor
• Hotel

• The explanation is a 
review sentence 
containing at least one 
feature

• No images
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Text-Image Association
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• Use Sentence-BERT (Reimers and Gurevych, EMNLP’19) to compute 
the embeddings of explanation sentences

• Cluster sentence semantics into different groups representing similar 
concepts and topics

• Query relevant images through Google Images API with sentences at 
cluster centers

• Assign each textual explanation the most suitable image with CLIP 
(Radford et al., ICML’21)



Evaluation Metrics

• Text quality: not equal to explainability (Chen et al., SIGIR’19 
Workshop; Li et al., CIKM’20)
• BLEU (Papineni et al., ACL’02)
• ROUGE (Lin, ACL’04 Workshop)

• Explainability from the angle of item features (Li et al., CIKM’20)
• Unique Sentence Ratio (USR)
• Feature Matching Ratio (FMR)
• Feature Coverage Ratio (FCR)
• Feature Diversity (DIV)

• Image consistency
• CLIPScore (Hessel et al., EMNLP’21)
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• Best or comparable performance

Quantitative Analysis on Explanations
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Qualitative Case Study on Explanations

• High-quality images aligning with the textual explanations

33



User Study
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• Randomly pick 500 samples for each method

• Invite 30 participants to give 5-likert ratings from four aspects

• Baselines
• PETER for sentence

• METER without VQ-GAN for image



Limitations

• Not every concept can be expressed with images
• E.g., “the service is good”

• The quality of generated images is good, but not perfect

• Users may not tolerate with flawed product images, in contrast to 
those in art or design
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Conclusion

• Propose the first approach to jointly generate textual explanations 
and corresponding image visualizations

• Introduce a text-image matching discriminator to encourage 
sentences with fine-grained and diverse concepts

• Demonstrate with experiments that the model can provide diverse 
and faithful text explanations, together with image visualizations
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Bias in Generated Explanations

• When a new game is recommended, it is unfair to generate short and 
generic explanations for female users, e.g., “Good game”.
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Courtesy image from COFFEE (Wang et al., arXiv’22)



Sentiment of Generated Explanations

• There are various types of sentiment in generated explanations.

• Would it be different for users with different demographic attributes?
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Courtesy image from EmoTER (Wen et al., arXiv’22)



Gender Bias in Pre-trained Models

• Gender bias in GPT-2 (Liang et al., ICML’21)

• Does the bias exist, when the models are adapted to 
recommendation explanation generation?
• GPT-2 (Li et al., arXiv’22)

• T5 (Geng et al., RecSys’22)

• BERT (Ni et al., EMNLP’19)
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Q&A
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Thank you!

lileipisces.github.io

csleili@comp.hkbu.edu.hk


