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Introduction

Construction of User-Item-Explanation Interactions

Sentence Grouping via Locality-Sensitive Hashing (LSH)

Pilot Experiments for Explanation Ranking 
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Wisdom of the Crowd Datasets with MovieLens Format
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Naïve Approach Our Efficient Approach

MSentence similarity computation Computation omission Query step in LSH Matched sentence

Experiments PITF’s Ranking on Amazon Movies & TV Conclusion

Top-5 Bottom-5

The acting is superb Good B-movie

The cast is first rate The final Friday

The acting is wonderful This was a great event

The main character Dead alive

The acting is first rate A voice teacher and early music fan

Top(𝑢, 𝑖, 𝑁) ≔ arg max
𝑒∈ℰ

Ƹ𝑟𝑢,𝑖,𝑒

Existing Methods
• Random
• Collaborative Filtering (CF)

• Revised UCF
• Revised ICF

• Tensor Factorization (TF)
• CD
• PITF

Problem Definition
• This work creates new datasets
• Future plans:

• Develop effective ranking methods
• Conduct online experiment
• Extend to images for visual explanation
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